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Abstract
A probabilistic model of relevance of classification tasks is 
developed to investigate classification of large data sets by 
feedforward neural networks. Optimization of networks is studied 
in terms of correlations of randomly-chosen classifiers with 
network input-output functions. Effects of increasing sizes of sets of 
data to be classified are analyzed by exploiting geometrical 
properties of high-dimensional spaces. Consequences on 
concentrations of values of sufficiently smooth functions around 
their mean values are considered. It is shown that the critical factor 
for suitability of a class of networks for computation of randomly-
chosen classifiers is the size of the mean value of their correlations 
with network input-output functions. This research has received 
funding from the European Union's Horizon 2020 research and 
innovation programme under grant agreement No. 824160.
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